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Smart Meter Privacy Problem 
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Privacy is  

• relevant for technology 
adoption 

• strongly protected by  
EU data protection reform 

• a potential show-stopper  
(smart grid potentials) 

 

 

 

 
 

 



COnsumer-centric Privacy in smart Energy 
gridS (COPES) 

Energy consumption profile reveals 
sensitive consumer behavior which 
needs to be protected! 

COPES approach: Manipulate 

actual energy prosumption profile!   

COPES core objective 

Design of innovative privacy 
enhancing technologies that  

i. allow utility providers to 
monitor and control the 
grid, and  

ii. assure prosumers’ 
privacy.  

 



COPES challenges 

What is the right privacy measure and the most 
efficient privacy enhancing method? 

Privacy based on statistical inference 

Privacy based on information theory 

Privacy based on computer science 

 

What is the impact on the power system? 

 Impact on smart grid control applications 

 Impact on monitoring and operation 

 

Cross-disciplinarity  is  

necessary for a breakthrough! 



DYPOSIT: The Problem 
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Resilience of large, shared cyber-physical 

infrastructures under attack 



DYPOSIT: Approach 
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Security policies as living, evolving, objects that play a central role 

in reasoning about the security state of such a CPS and responding 

to unfolding attacks.  

 



DYPOSIT: Challenges 

Dynamic security policy formulation, adaptation and 
enforcement in a volatile, multi-stakeholder 
environment 

 

Humans not just part of the problem but part of the 
solution 

 

Real-world constraints of shared CPS infrastructures 
under attack 
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Actively help users in dressing 

 AIM: to provide PROACTIVE dressing assistance to 

Users with physical or cognitive impairments 

high-risk healthcare workers 
 

Safely adapt robot behaviour to changing user 

needs and preferences, preserving task 

efficiency 

PROJECT DESCRIPTION 
I-DRESS aims to develop a system that will provide proactive assistance with dressing to disabled users or users such as high-risk health-care workers, whose 
physical contact with the garments must be limited to avoid contamination. The proposed robotic system consists of two highly dexterous robotic arms, sensors for 
multi-modal human-robot interaction and safety features.  

 
The system will comprise three major components: (a) intelligent algorithms for user and garment recognition, specifically designed for close and physical 
human-robot interaction, (b) cognitive functions based on the multi-modal user input, environment modelling and safety, allowing the robot to decide when 
and how to assist the user, and (c) advanced user interface that facilitates intuitive and safe physical and cognitive interaction for support in dressing. The 
developed interactive system will be integrated on two commercial robot platforms and validated through experimentation with users and human factor analysis 

in two assistive-dressing scenarios. 

KEY INFORMATION 
Call: CHIST-ERA 2014  
Topic: Resilient Trustworthy  
Cyber-Physical Systems (RTCPS) 
Duration: 01/12/2015 – 30/11/2018 
Funding: 740,000 € 
 

Consortium: 

- IRI, CSIC-UPC, Spain (Coordinator) 
- BRL, United Kingdom 
- IDIAP, Switzerland 

Evaluation:  
We will look at two scenarios, dressing a surgical gown and a shoe, implemented on two commercial robot platforms. 

User and Cloth Detection and Tracking  
• Development of algorithms for recognition of garment pose and grasping points 
• Development of algorithms for user tracking capable of dealing with occlusions related to the dressing task.  

Human-Robot Interaction 
• Development of a multimodal framework for autonomous selection of interaction modalities and their disambiguation 

towards recognising user’s attention and user’s intentions.  
• Evaluation of the framework through experimentation with users measuring user and robot performance, and quality 

aspects of their interaction. 

Robot Learning 
• Development of Learning from Demonstration algorithms that use multi-modal input to create a user profile with 

their range of safe motion, speed and proximity. 

Safety through Hazard Analysis 
• Development of hazard and fault analysis methodology that facilities design and functionality of a dependable system. 
• Development of low-level and high-level safety algorithms.  
 

Human Factors and Interface Design 
• Definition of task scenarios and user requirements considering sensory, psychological and ergonomic factors, particularly 

those that relate to interaction with the robot at varying levels of user control.  
• Development of an integrated interface through extensive testing of prototypes with users and human factor analysis.  
• Usability evaluation in terms of effectiveness, efficiency and user satisfaction, but also through learnability and flexibility of 

altering the communication modality to enhance efficiency. 
 

Use case 1: 

SHOE DRESSING ASSISTANCE 

PROJECT GOALS 

PRELIMINARY RESULTS 

Funding organisations: 
- Spanish Ministry of Economy and Competitiveness (MINECO) (reference PCIN-2015-147)  
- UK Engineering and Physical Sciences Research Council (EPSRC) 
- Swiss National Science Foundation (SNSF) 

Robot adaptation to user needs can be achieved through interactive 
learning framework that allows user intervention and user guided task 
segmentation. 
 
The framework combines user motion tracking and reinforcement 
learning to learn new behaviours. This work will be extended to include 
multimodal interaction. 

PERCEPTION 
Use of Convolutional Neural Networks for user and cloth pose recognition 

Input of real and synthetic data: RGB, depth, static, 
temporal, for both user and garments. 

 

DEEP LEARNING 
 

 

 

 

 
Explore different modalities for: 
 - Object pose detection 
 - Human pose estimation 
 - Garment grasping point detection 

 
 

HUMAN-ROBOT INTERACTION ROBOT LEARNING 
Transfer of dressing assistance skills to a robot. Probabilistic models will be developed to encode the multimodal sensory and 
motor signals that characterize a dressing task. The parameters of these models will be learned by direct demonstration 
(kinesthetic teaching) or by observation (motion tracking of human demonstrator). 

Having observed demonstrations in different situations, we would 
like to generalize the skill to new ones (i.e. position and orientation 
of object) 

USER MODELLING 

TacTip developed at BRL can be used to detect normal force, 
shear force and impression shape. We aim to use this to detect 
the shape of the foot for the shoe task. 

APPLICATION SCENARIO REQUIREMENTS 
Use case 1: Shoe dressing assistance 

SPEECH 
Speech recognition used for safe HRI 

A customisable vocabulary of words is being compiled for 
dressing tasks. Combining verbal and non-verbal information 
should help to resolve any ambiguity in the human-robot 
interaction and situated language syntax. 

www.i-dress-project.eu 

Use case 2: 

SURGICAL GOWN DRESSING 

Comparison of robot autonomous learning and user-guided 
learning shows that with a user intervention a new robot 
behaviour can be learned faster. 

• Evaluation of Learning from Demonstration 
on teaching the robot new skills and 
modifying the existing skills according to 
user preferences or environmental 
conditions. 

Representation of the scenario with one robot 
manipulation around two obstacles. 

Hand in 
Jacket 

EE over 
Elbow 

Jacket to 
shoulder 

User profile will be developed to customise the dressing assistant to user 
requirements considering trust, cognitive workload and coordination of verbal 

and non-verbal communication. 

Probabilistic 
methods and 

multimodal 
interaction will be 

used to predict the 
likelihood of a 

possible next action 

being the correct and the safe one. 

SAFETY 
Hazard Analysis and Failure Identification 

TOUCH/FORCE 
TacTip sensor 

PROJECT DESCRIPTION 
I-DRESS aims to develop a system that will provide proactive assistance with dressing to disabled users or users such as high-risk health-care workers, whose 
physical contact with the garments must be limited to avoid contamination. The proposed robotic system consists of two highly dexterous robotic arms, sensors for 
multi-modal human-robot interaction and safety features.  

 
The system will comprise three major components: (a) intelligent algorithms for user and garment recognition, specifically designed for close and physical 
human-robot interaction, (b) cognitive functions based on the multi-modal user input, environment modelling and safety, allowing the robot to decide when 
and how to assist the user, and (c) advanced user interface that facilitates intuitive and safe physical and cognitive interaction for support in dressing. The 
developed interactive system will be integrated on two commercial robot platforms and validated through experimentation with users and human factor analysis 
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We will look at two scenarios, dressing a surgical gown and a shoe, implemented on two commercial robot platforms. 

User and Cloth Detection and Tracking  
• Development of algorithms for recognition of garment pose and grasping points 
• Development of algorithms for user tracking capable of dealing with occlusions related to the dressing task.  
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 - Object pose detection 
 - Human pose estimation 
 - Garment grasping point detection 

 
 

HUMAN-ROBOT INTERACTION ROBOT LEARNING 
Transfer of dressing assistance skills to a robot. Probabilistic models will be developed to encode the multimodal sensory and 
motor signals that characterize a dressing task. The parameters of these models will be learned by direct demonstration 
(kinesthetic teaching) or by observation (motion tracking of human demonstrator). 

Having observed demonstrations in different situations, we would 
like to generalize the skill to new ones (i.e. position and orientation 
of object) 
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TacTip developed at BRL can be used to detect normal force, 
shear force and impression shape. We aim to use this to detect 
the shape of the foot for the shoe task. 

APPLICATION SCENARIO REQUIREMENTS 
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SPEECH 
Speech recognition used for safe HRI 

A customisable vocabulary of words is being compiled for 
dressing tasks. Combining verbal and non-verbal information 
should help to resolve any ambiguity in the human-robot 
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www.i-dress-project.eu 

Use case 2: 

SURGICAL GOWN DRESSING 

Comparison of robot autonomous learning and user-guided 
learning shows that with a user intervention a new robot 
behaviour can be learned faster. 

• Evaluation of Learning from Demonstration 
on teaching the robot new skills and 
modifying the existing skills according to 
user preferences or environmental 
conditions. 

Representation of the scenario with one robot 
manipulation around two obstacles. 

Hand in 
Jacket 

EE over 
Elbow 

Jacket to 
shoulder 

User profile will be developed to customise the dressing assistant to user 
requirements considering trust, cognitive workload and coordination of verbal 

and non-verbal communication. 

Probabilistic 
methods and 

multimodal 
interaction will be 

used to predict the 
likelihood of a 

possible next action 

being the correct and the safe one. 

SAFETY 
Hazard Analysis and Failure Identification 

TOUCH/FORCE 
TacTip sensor 



I-DRESS 

 

 We will develop interaction algorithms to safely interact with 
users and adapt to unforeseen situations  

 Scenarios – demos:  

Putting on / taking off a shoe (1 arm task) 

Putting on / taking off a medical gown or a coat (2 arms) 

 Platforms: 

WAM arms – IRI, BRL 

Baxter robot – IDIAP, BRL 

PROJECT DESCRIPTION 
I-DRESS aims to develop a system that will provide proactive assistance with dressing to disabled users or users such as high-risk health-care workers, whose 
physical contact with the garments must be limited to avoid contamination. The proposed robotic system consists of two highly dexterous robotic arms, sensors for 
multi-modal human-robot interaction and safety features.  

 
The system will comprise three major components: (a) intelligent algorithms for user and garment recognition, specifically designed for close and physical 
human-robot interaction, (b) cognitive functions based on the multi-modal user input, environment modelling and safety, allowing the robot to decide when 
and how to assist the user, and (c) advanced user interface that facilitates intuitive and safe physical and cognitive interaction for support in dressing. The 
developed interactive system will be integrated on two commercial robot platforms and validated through experimentation with users and human factor analysis 

in two assistive-dressing scenarios. 

KEY INFORMATION 
Call: CHIST-ERA 2014  
Topic: Resilient Trustworthy  
Cyber-Physical Systems (RTCPS) 
Duration: 01/12/2015 – 30/11/2018 
Funding: 740,000 € 
 

Consortium: 

- IRI, CSIC-UPC, Spain (Coordinator) 
- BRL, United Kingdom 
- IDIAP, Switzerland 

Evaluation:  
We will look at two scenarios, dressing a surgical gown and a shoe, implemented on two commercial robot platforms. 

User and Cloth Detection and Tracking  
• Development of algorithms for recognition of garment pose and grasping points 
• Development of algorithms for user tracking capable of dealing with occlusions related to the dressing task.  

Human-Robot Interaction 
• Development of a multimodal framework for autonomous selection of interaction modalities and their disambiguation 

towards recognising user’s attention and user’s intentions.  
• Evaluation of the framework through experimentation with users measuring user and robot performance, and quality 

aspects of their interaction. 

Robot Learning 
• Development of Learning from Demonstration algorithms that use multi-modal input to create a user profile with 

their range of safe motion, speed and proximity. 

Safety through Hazard Analysis 
• Development of hazard and fault analysis methodology that facilities design and functionality of a dependable system. 
• Development of low-level and high-level safety algorithms.  
 

Human Factors and Interface Design 
• Definition of task scenarios and user requirements considering sensory, psychological and ergonomic factors, particularly 

those that relate to interaction with the robot at varying levels of user control.  
• Development of an integrated interface through extensive testing of prototypes with users and human factor analysis.  
• Usability evaluation in terms of effectiveness, efficiency and user satisfaction, but also through learnability and flexibility of 

altering the communication modality to enhance efficiency. 
 

Use case 1: 

SHOE DRESSING ASSISTANCE 

PROJECT GOALS 

PRELIMINARY RESULTS 

Funding organisations: 
- Spanish Ministry of Economy and Competitiveness (MINECO) (reference PCIN-2015-147)  
- UK Engineering and Physical Sciences Research Council (EPSRC) 
- Swiss National Science Foundation (SNSF) 

Robot adaptation to user needs can be achieved through interactive 
learning framework that allows user intervention and user guided task 
segmentation. 
 
The framework combines user motion tracking and reinforcement 
learning to learn new behaviours. This work will be extended to include 
multimodal interaction. 

PERCEPTION 
Use of Convolutional Neural Networks for user and cloth pose recognition 

Input of real and synthetic data: RGB, depth, static, 
temporal, for both user and garments. 

 

DEEP LEARNING 
 

 

 

 

 
Explore different modalities for: 
 - Object pose detection 
 - Human pose estimation 
 - Garment grasping point detection 

 
 

HUMAN-ROBOT INTERACTION ROBOT LEARNING 
Transfer of dressing assistance skills to a robot. Probabilistic models will be developed to encode the multimodal sensory and 
motor signals that characterize a dressing task. The parameters of these models will be learned by direct demonstration 
(kinesthetic teaching) or by observation (motion tracking of human demonstrator). 

Having observed demonstrations in different situations, we would 
like to generalize the skill to new ones (i.e. position and orientation 
of object) 

USER MODELLING 

TacTip developed at BRL can be used to detect normal force, 
shear force and impression shape. We aim to use this to detect 
the shape of the foot for the shoe task. 

APPLICATION SCENARIO REQUIREMENTS 
Use case 1: Shoe dressing assistance 

SPEECH 
Speech recognition used for safe HRI 

A customisable vocabulary of words is being compiled for 
dressing tasks. Combining verbal and non-verbal information 
should help to resolve any ambiguity in the human-robot 
interaction and situated language syntax. 

www.i-dress-project.eu 

Use case 2: 

SURGICAL GOWN DRESSING 

Comparison of robot autonomous learning and user-guided 
learning shows that with a user intervention a new robot 
behaviour can be learned faster. 

• Evaluation of Learning from Demonstration 
on teaching the robot new skills and 
modifying the existing skills according to 
user preferences or environmental 
conditions. 

Representation of the scenario with one robot 
manipulation around two obstacles. 

Hand in 
Jacket 

EE over 
Elbow 

Jacket to 
shoulder 

User profile will be developed to customise the dressing assistant to user 
requirements considering trust, cognitive workload and coordination of verbal 

and non-verbal communication. 

Probabilistic 
methods and 

multimodal 
interaction will be 

used to predict the 
likelihood of a 

possible next action 

being the correct and the safe one. 

SAFETY 
Hazard Analysis and Failure Identification 

TOUCH/FORCE 
TacTip sensor 



I-DRESS Challenges 

 Human-Robot interaction (HRI): 

Multimodal interaction 

 Estimation of user preferences, intentions 

 Hazard analysis - safety 

 Environment, user reliability, ergonomics 

 Physical and cognitive behaviour 

 Learning for safe close interaction 

Adaptative robotic behaviour 

 

robot safety, human factors and interface design 

cloth and user recognition, multi-modal HRI and system integration 

robot learning 



Connected Objects Security Problems 

  Sensitive to cyber attacks 

Perpetrated  via the network or by USB keys 

 Software, taking advantage  of weaknesses/bugs 

Sensitive to physical attacks 

 The adversary has access to the objects 

  and can perform: 
 Side-channel attacks or probing attacks (passive) 

 Fault Injection attacks (active) 

 

 

 

What protections are efficient against both attack 

types?   Can  they be provable? 

 



SECODE GOALS 

Secure Codes to thwart Cyber-physical Attacks 
 To specify and design error correction codes for IoT security 

Attack Cyber Physical 

Passive Randomization 

(ASLR, DIFT) 

Randomization (masking, shuffling, 

blinding) 

Active Detection 

(canaries, CFI), 

tolerance (ASLR, 

code encryption) 

Detection (redundancy in time, space, 

information), tolerance  

Use of codes 
Provide provable 

security properties  



SECODE challenges 

 Physical attacks:  

 Masking and Detection Multivariate secure with Codes. 

 Porting to Table-based countermeasures. 

 Cyber-physical attacks 

 Modified LLVM embedding protections based on codes. 

 Protected cryptoprocessor with codes for masking and fault detection. 

 Demonstrator in FPGA and open source CPU 

 Code specifications:   

 Methods to Design "Linear Complementary Dual" LCD codes which are 
robust against Cyberphysical attacks: 

 which are “Generalized Quasi Cyclic” (GQC). 

 Or defined by an algebraic curve) 

 Or others ? 

 



Estimated 50bn connected devices! 

What does the future hold? 



Estimated 35 zeta-bytes (35 x 1021) 

of digital records! 

And not just devices! 

How do we achieve trustworthy 

system designs? 



What can CHIST-ERA do? 
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“The journey has just begun” 



Questions 
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Questions ?  


